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#### Abstract

We describe a procedure for performing quantitative analyses of fields $f(\mathbf{r})$ on molecular surfaces, including statistical quantities and locating and evaluating their local extrema. Our approach avoids the need for explicit mathematical representation of the surface and can be implemented easily in existing graphical software, as it is based on the very popular representation of a surface as collection of polygons. We discuss applications involving the volumes, surface areas and molecular surface electrostatic potentials, and local ionization energies of a group of 11 molecules.
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## Introduction

Molecular surfaces
The concept of a molecular surface is not a rigorous one, since the electronic density of a molecule extends, in principle, to infinity. In practice, however, it is a very useful concept. For example, knowledge of the energetic and electrostatic features on an appropriately defined surface of a molecule can provide insight into its interactions with other molecules - the subject of the present paper. Furthermore, an encompassing surface defines a volume, and molecule volumes are important for a variety of purposes, including predicting polarizabilities [1-3] and estimating the crystal densities [4-7] and impact sensitivities of energetic compounds [8].

A molecular surface has often been taken to be the exposed portions of the outer surfaces of a set of intersecting spheres centered at the positions of the individual nuclei [9-14]; these spheres are typically given the van der Waals radii of the respective atoms [15]. A refinement of this approach, intended to smooth over the intersections, is to roll a probe sphere over this entire surface, and let the final molecular surface be that traced out by either the edge or the center of the probe sphere. The latter can be assigned a radius corresponding to some solvent molecule, and the result is termed a "solventaccessible surface." For more detailed discussions of these, and techniques for generating them, see Brickmann et al. [16] and Connolly [17].

A quite different basis for defining a molecular surface was proposed by Bader et al. [18, 19]: an outer contour of the molecule's electronic density $\rho(\mathbf{r})$, e.g. $\rho(\mathbf{r})=0.001$ or 0.002 a.u. (electrons/bohr ${ }^{3}$ ). This has the advantage over the intersecting sphere model that it reflects features specific to the particular molecule, such as lone pairs, $\pi$ electrons, the presence of $\sigma$-holes [20], etc. It has been demonstrated that these contours encompass $95-98 \%$ of a molecule's electronic density [12, 18, 19].

For some purposes, such as estimating molecular volumes, the choice of the outer contour clearly makes a significant difference; thus, for the molecule $\left(\mathrm{H}_{2} \mathrm{~N}\right)_{2} \mathrm{C}=\mathrm{C}$ $\left(\mathrm{NO}_{2}\right)_{2}$, the volume within the 0.001 a.u. contour is about $17 \%$ greater than that within the 0.002 a.u. On the other hand, for predicting molecules' reactive behaviors from the properties of the electrostatic potentials or local ionization energies on their surfaces, the same trends will be observed on any outer contour of $\rho(\mathbf{r})$, i.e. $0.001,0.0015,0.002$ a.u., etc. $[21,22]$. In this context, it is important to note that these three contours are normally beyond atomic van der Waals radii (except sometimes for that of hydrogen) [12, 23], so that these surfaces are indeed relevant to what an approaching entity "sees" prior to the beginning of interaction.

Our focus in this paper is on characterizing the electrostatic potentials and local ionization energies on molecular surfaces corresponding to outer contours of $\rho(\mathbf{r})$. We will begin with some background discussion of these two properties, and then will discuss the methodology for obtaining the molecular surfaces. We will describe our surface analysis algorithm and its computer implementation, with an emphasis on the quantitative characterization of molecular surfaces by means of several relevant descriptors.

## Two key properties on molecular surfaces

A molecule's electrostatic potential $\mathrm{V}(\mathbf{r})$ and average local ionization energy $\overline{\mathrm{I}}(\mathbf{r})$ have proven to be effective guides to its reactive behavior. $\mathrm{V}(\mathbf{r})$ is the potential that is created at any point $\mathbf{r}$ by the molecule's nuclei and electrons, and is given rigorously by,
$\mathrm{V}(\mathbf{r})=\sum_{\mathrm{A}} \frac{Z_{\mathrm{A}}}{\left|\mathbf{R}_{\mathrm{A}}-\mathbf{r}\right|}-\int \frac{\rho\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime}}{\left|\mathbf{r}^{\prime}-\mathbf{r}\right|}$
in which $\mathrm{Z}_{\mathrm{A}}$ is the charge on nucleus A , located at $\mathbf{R}_{\mathrm{A}}$, and $\rho(\mathbf{r})$ is the molecule's electronic density. $\mathrm{V}(\mathbf{r})$ is a physical observable; it can be obtained experimentally, by diffraction methods [24,25], as well as computationally. Its sign in any region of space depends upon whether the positive contribution of the nuclei or the negative one of the electrons is dominant there.

In contrast to $\mathrm{V}(\mathbf{r}), \overline{\mathrm{I}}(\mathrm{r})$ is a defined property [26], Eq. 2, although well-rooted in Hartree-Fock theory and Koopmans' theorem [27].
$\overline{\mathrm{I}}(\mathbf{r})=\frac{\sum_{i} \rho_{i}(\mathbf{r})\left|\varepsilon_{i}\right|}{\rho(\mathbf{r})}$
In Eq. 2, $\rho_{\mathrm{i}}(\mathbf{r})$ is the electronic density of the $i^{\text {th }}$ occupied atomic or molecular orbital and $\varepsilon_{i}$ is its energy. $\overline{\mathrm{I}}(\mathbf{r})$ is interpreted as the average energy needed to remove an electron at the point $\mathbf{r}$, the focus being upon the point in space rather than upon a particular orbital. While $\overline{\mathrm{I}}(\mathbf{r})$ was introduced within the Hartree-Fock framework, it has been found to be equally useful in terms of Kohn-Sham density functional theory [28, 29]; the magnitudes are different but the trends are the same, which is the main issue in applications related to chemical reactivity. An interesting feature of $\overline{\mathrm{I}}(\mathbf{r})$ is that it can be formally linked to $\mathrm{V}(\mathbf{r})$ [29] and to the Fukui function [30].

In using $\mathrm{V}(\mathbf{r})$ and $\overline{\mathrm{I}}(\mathbf{r})$ to analyze and predict interactive behavior, they are generally evaluated on the molecular surface, and labeled $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$. These have been found to be complementary [31]. $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ is effective for noncovalent interactions, which are largely electrostatic in nature [32-34], while $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ is more suitable when there is transfer of charge, bond formation, etc. For the applications of $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ that are to be discussed in this section, we have previously used the HardSurf program [35] to obtain quantitative characterizations of these properties on molecular surfaces.

It might seem that $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ could also predict sites for electrophilic and nucleophilic bond-forming attack, by means of its most negative and positive regions. However $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ is not consistently reliable in this respect, because the regions of most negative $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ do not always correspond to the sites where the most reactive electrons are located. For example, the most negative $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ in benzene derivatives such as aniline, phenol, fluoro- and chlorobenzene, and nitrobenzene are associated with the substituents [31], whereas electrophilic reaction occurs on the rings. In contrast, $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ correctly predicts the ortho/para- or metadirecting effects of the substituents, as well as their activation or deactivation of the ring [26, 28, 31]. This will be further discussed in relation to Fig. 5. On the other hand, the most positive and most negative values of $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$, the $\mathrm{V}_{\mathrm{S}, \max }$ and $\mathrm{V}_{\mathrm{S}, \min }$, do correlate well, for molecules in general, with empirical measures of hydrogen-bonddonating and -accepting tendencies [36]; hydrogen bonding is of course a noncovalent interaction. More recently, it has been shown that $\mathrm{V}_{\mathrm{S}, \max }$ found on the extensions of bonds involving Group IV-VII covalently-bonded atoms are indicative of the presence of positive $\sigma$-holes [20], and correlate with the computed interaction energies of these
sites with a given Lewis base [37]. Examples of positive $\sigma$-holes will be seen in Fig. 7.

The positive and negative extrema are just two of several quantities that help to characterize the detailed features of the electrostatic potential on a molecular surface. Others include its overall average value $\overline{\mathrm{V}}_{\mathrm{S}}$, its positive and negative averages $\overline{\mathrm{V}}_{\mathrm{S}}^{+}$and $\overline{\mathrm{V}}_{\mathrm{S}}^{-}$, the average deviation $\Pi$, the positive, negative and total variances, $\sigma_{+}^{2}, \sigma_{-}^{2}$ and $\sigma_{\text {tot }}^{2}$, and an electrostatic balance parameter $v$. These quantities are computed by appropriate summations over a finely spaced grid covering the entire molecular surface:
$\overline{\mathrm{V}}_{\mathrm{S}}=\frac{1}{t} \sum_{i=1}^{t} \mathrm{~V}_{\mathrm{S}}\left(\mathbf{r}_{i}\right) \quad \overline{\mathrm{V}}_{\mathrm{S}}^{+}=\frac{1}{m} \sum_{j=1}^{m} \mathrm{~V}_{\mathrm{S}}^{+}\left(\mathbf{r}_{j}\right) \quad \overline{\mathrm{V}}_{\mathrm{S}}^{-}=\frac{1}{n} \sum_{k=1}^{n} \mathrm{~V}_{\mathrm{S}}^{-}\left(\mathbf{r}_{k}\right)$
$\Pi=\frac{1}{t} \sum_{i=1}^{t}\left|\mathrm{~V}_{\mathrm{S}}\left(\mathbf{r}_{i}\right)-\overline{\mathrm{V}}_{\mathrm{S}}\right|$
$\sigma_{\text {tot }}^{2}=\sigma_{+}^{2}+\sigma_{-}^{2}=\frac{1}{m} \sum_{j=1}^{m}\left[\mathrm{~V}_{\mathrm{S}}^{+}\left(\mathbf{r}_{j}\right)-\overline{\mathrm{V}}_{\mathrm{S}}^{+}\right]^{2}+\frac{1}{n} \sum_{k=1}^{n}\left[\mathrm{~V}_{\mathrm{S}}^{-}\left(\mathbf{r}_{k}\right)-\overline{\mathrm{V}}_{\mathrm{S}}^{-}\right]^{2}$
$v=\frac{\sigma_{+}^{2} \sigma_{-}^{2}}{\left(\sigma_{+}^{2}+\sigma_{-}^{2}\right)^{2}}$
In these summations, $t$ is the total number of points on the surface grid and $m$ and $n$ are the numbers of points at which $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ is positive, $\mathrm{V}_{\mathrm{S}}^{+}\left(\mathbf{r}_{j}\right)$, and negative, $\mathrm{V}_{\mathrm{S}}^{-}\left(\mathbf{r}_{k}\right)$, respectively.
$\Pi$ is interpreted as an indicator of internal charge separation, which is present even in molecules having zero dipole moment due to symmetry, e.g. para-dinitrobenzene and boron trifluoride. It has been shown to correlate with empirical polarity scales [22, 38]. The variances- $\sigma_{+}^{2}, \sigma_{-}^{2}$ and $\sigma_{\text {tot }}^{2}$-reflect the strengths and variabilities of the positive, negative and overall surface potentials [38]. Due to the terms being squared, they emphasize particularly the local extrema, the $\mathrm{V}_{\mathrm{S}, \max }$ and $\mathrm{V}_{\mathrm{S}, \text { min }}$ (there may be several of each). Finally, the parameter $v$ is a measure of the degree of balance between the positive and negative potentials; when $\sigma_{+}^{2}=\sigma_{-}^{2}, v$ has its maximum value of 0.25 .

We have demonstrated that a variety of condensed-phase physical properties that depend upon noncovalent interactions can be expressed analytically in terms of various subsets of the quantities that have been defined. These properties include boiling and critical points, heats of phase transitions, solubilities and solvation energies, partition coefficients, liquid and solid densities, enzyme inhibition, viscosities, diffusion constants and surface tensions. This work has been reviewed on several occasions [38-41].

The features of $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ could be characterized analogously to those of $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$-its extrema, its average magnitude, average deviation and variance-keeping in mind that $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ only has positive values. In the past, attention has focused primarily upon its local minima and, to a lesser extent, its average over the molecular surface. The lowest values of $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$, the $\overline{\mathrm{I}}_{\mathrm{S}, \min }$, show the locations of the least tightly bound, most reactive electrons. Thus the $\overline{\mathrm{I}}_{\mathrm{S}, \min }$ can be used to identify and rank sites susceptible to electrophilic attack $[26,28,31]$, as will be seen below. $\overline{\mathrm{I}}_{\mathrm{S}, \min }$ have also been demonstrated to correlate with basicities and proton affinities, and to reveal radical sites, double bond character and strained bonds. Other applications of $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ related to molecular reactivity include local hardness and local polarizability. Detailed reviews have been given by Politzer et al. [42, 43].

## Marching tetrahedra

In this section we shall begin by introducing the methods used to generate molecular surface representations and later describe some details of our implementation. We shall give enough detail so that the subsequent section ("Surface Analyses") follows naturally and can be understood without consulting the literature. The molecular surfaces are obtained through the Marching Tetrahedra (MT) algorithm [44] for isosurface extraction, which is based on the popular Marching Cubes (MC) algorithm [45]. Since being proposed more than two decades ago, these methods have been used widely in computer graphics for various fields, including Chemistry [46]. Our focus here is on its usage for quantitative characterization of molecular surfaces. As described in the following, the underlying surface representations obtained lend themselves naturally to quantitative analysis. We note that our analysis method can be implemented readily in chemical software that uses the MC or MT algorithm for visualization of molecular surfaces, or that generates equivalent surface representations.

A surface can be approximated by a series of polygonswhose vertices lie on the surface-joined together by their edges. For example, the great rhombicosidodecahedron or the truncated icosahedron ("buckyball") in Fig. 1 can be considered approximations of a sphere. The representation of arbitrary, non-regular surfaces by a collection of different kinds of polygons can become quite intricate because all the vertices of each polygon need to be coplanar (otherwise it cannot be represented by a planar patch in the shape of the polygon). The complexity of using polygons with arbitrary numbers of vertices can be avoided by using triangles only, because three vertices are guaranteed to be coplanar. A sphere could thus be approximated by triangles only; its surface has then been "triangulated". The more


Fig. 1 From left to right: The great rhombicosidodecahedron; the truncated icosahedron; a regularly triangulated representation of a sphere with 60 triangles; a regularly triangulated representation of a
sphere with 1,500 triangles; an irregularly triangulated representation of a sphere with 1,440 triangles
triangles are used, the better becomes the approximation to the original "smooth" surface, as also seen in Fig. 1. We shall now describe the basic algorithm used to "triangulate" an arbitrarily shaped surface, with particular emphasis upon the extraction of an isosurface from the electronic density $\rho(\mathbf{r})$ of a molecule

## The algorithm

Given a scalar function in three-dimensional real space, such as the electronic density $\rho(\mathbf{r})$ of an atomic or molecular system, an isosurface of the function at $\rho_{0}$ is defined by the equation $\rho(\mathbf{r})=\rho_{0}$. This is the basis for Bader et al.'s definition of a molecular surface [19].

Given a discrete sampling of an atomic or molecular density $\rho(\mathbf{r})$ on a three-dimensional grid, we follow several steps to extract an isodensity representation of a surface:

1. "Label" each grid point $\mathbf{r}_{i}=\left\{x_{i}, y_{i}, z_{i}\right\}$ with a 0 if $\rho\left(\mathbf{r}_{i}\right)>\rho_{0}$ ( $\mathbf{r}_{i}$ is interior), and with a 1 otherwise ( $\mathbf{r}_{i}$ is exterior or lies on the surface).
2. Any cube whose eight corners are either all labeled 0 (interior cube) or all 1 (exterior cube) is discarded. The remaining cubes have at least one interior corner and at least one exterior corner, and are thus intersected by the surface (and hereafter referred to as "surface cubes").
3. The surface within each "surface cube" is approximated by a finite number of triangles. This is done by following the next few steps:
(a) Divide each cube into six tetrahedra
(b) Discard the "exterior" and "interior" tetrahedra
(c) For each "surface tetrahedron", find the intersection between the surface and its edges
(d) Approximate the surface on each tetrahedron by either one or two triangles

Figure 2 shows a cubic $8 \times 8 \times 8$ grid and a sphere embedded in it, which is defined by the equation $e^{-r^{2}}=e^{-\left(x^{2}+y^{2}+z^{2}\right)}=e^{-2.5^{2}} \approx 0.00193$, which corresponds to the $\sim 0.00193$ isosurface of an exponential centered at the
origin. The MT algorithm is fed the values of $e^{-r^{2}}$ at each point on the grid. After discarding all of the interior and exterior cubes, the surface within each surface cube is represented by triangles, as shown in Fig. 2. The way in which each surface patch in each cube is triangulated is what gives the MT algorithm its name, and distinguishes it from the MC algorithm: each surface cube is further divided into six tetrahedra, each of which can in turn intersect the surface or not. Figure 3 displays the orientation of the unit cube in real space, along with the numbering of its corners used in Table 1 to define the six tetrahedra. Since each of them has only four corners, there is a very limited number of different ways in which a tetrahedron can be intersected by a surface. These can be reduced by symmetry to only two, shown in Fig. 3, and corresponds to: (1) one triangle when the tetrahedron is formed by one interior (exterior) and three exterior (interior) grid points, and (2) two triangles when the tetrahedron is formed by two interior and two exterior grid points. The vertices of the triangles lie in a line joining an exterior and an interior grid point, and it follows that somewhere along that line the field takes on the value of the isosurface. The location of each triangle vertex can found by interpolation of corner values (or by any other appropriate means). We shall use both a linear and a cubic interpolation, deferring the details to a later section.

At this point, it is important to clarify some nomenclature. We use the word "cube" to refer to the minimum volume element defined by the grid, although it does not need to be a cube and can in fact be any parallelepiped. Each cube has eight "corners", which correspond of course to points in the grid. Whenever two adjacent corners have different labels (one is interior and the other exterior), there exists a "triangle vertex" (or simply "vertex" or "node") in the line that joins them, referred to as the "active segment". Each vertex belongs to a given number of triangles, and is thus joined by a line called "edge" to a certain number of other vertices. By "triangle," we shall mean an element of the surface that evidently is enclosed by three edges joining three vertices. Finally, each triangle shall have an assigned area and a center, given by its centroid. These data shall be used in the subsequent surface analysis.


Fig. 2 From left to right: Cubic $8 \times 8 \times 8$ grid; sphere embedded in the grid; triangulation of the sphere resulting from the application of the Marching Tetrahedra (MT) method with 1,656 triangles. The sphere is
defined as the isosurface given by $e^{-r^{2}}=e^{-2.5^{2}} \approx 0.00193045$ (radius $=2.5$ a.u.), and the MT algorithm is fed with the values of the function $e^{-r^{2}}$ at each point in the $8 \times 8 \times 8$ regular grid

## Our implementation

We briefly review the implementation details of the MT algorithm in our code (F.A.B. and A.T.-L., unpublished), emphasizing the elements important for the statistical analysis. Figure 4 displays the basic flow of the program and the subroutines into which the several loops are partitioned. The top-level routine MarchingCubesT receives the following input: the starting point $\mathbf{r}_{\text {ini }}$, the three vectors that define the regular grid $\Delta \mathbf{r}_{\mathrm{i}}, i=1,2,3$, and the number of steps taken along each vector $N_{\mathrm{i}}=1,2,3$. The grid thus correspond to a general regular grid, with unit volume $\left|\Delta \mathbf{r}_{1} \cdot\left(\Delta \mathbf{r}_{2} \times \Delta \mathbf{r}_{3}\right)\right|$. Each grid point has coordinates $\mathbf{r}_{i n i}+\sum_{\ell=1}^{3} n_{\ell} \Delta \mathbf{r}_{\ell}$, where the $n_{1}$ values correspond to the number of steps taken from $\mathbf{r}_{\text {ini }}$, and is identified with a
triple $\left\{n_{1}, n_{2}, n_{3}\right\}$. A "layer" is generally defined as the collection of all points with a fixed value for any of the $n_{1}$, although here it will always mean the collections of points with fixed $n_{3}$. For our regular cubic grid, all points in a layer have the same $z$ value. MarchingCubesT computes the electronic density (and $\overline{\mathrm{I}}(\mathbf{r})$ at no extra cost) for each layer, labels each grid point as exterior or interior, and passes two adjacent layers at a time to the next subroutine.

The DoTwoLayers subroutine simply takes the layer data passed by MarchingCubesT and loops over all cubes, calling the Cube6Tetra subroutine once per each surface cube, discarding internal and external cubes. The Cube6Tetra is the actual workhorse, and consists of two main loops, one over each tetrahedron per cube, and one over each pair of corners per tetrahedron. The latter identifies the surface


Fig. 3 From left to right: A given volume from which the isosurface will be extracted is first divided into a uniform grid, such as that seen in Fig. 2, whose basic unit is represented schematically here as a cube (left). The convention for numbering the corners of the cube is shown
relative to the coordinate axes. Each cube on the grid is subsequently divided into six tetrahedra, which are defined by six sets of four cube corners as shown in Table 1. The intersection of the surface and a surface tetrahedron can define one (middle) or two (right) triangles

Table 1 The four vertices of the six tetrahedra into which each cube in the grid is divided. The numbering of the vertices corresponds to that shown in Fig. 3

| Tetrahedron | Vertices |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 3 | 2 | 1 | 8 |
| 2 | 3 | 2 | 4 | 8 |
| 3 | 3 | 7 | 4 | 8 |
| 4 | 3 | 4 | 5 | 2 |
| 5 | 3 | 4 | 5 | 7 |
| 6 | 6 | 4 | 5 | 7 |

interpolation between the two corners $a$ and $b$. For reasons that we will discuss later, both linear and cubic interpolation schemes have been implemented. The linear interpolation requires no further data since it only uses the density values $\rho\left(\mathbf{r}_{\mathrm{a}}\right)$ and $\rho\left(\mathbf{r}_{\mathrm{b}}\right)$ :
$\mathbf{r}_{\mathrm{c}}^{\mathrm{v}}=\mathbf{r}_{\mathrm{a}}+\eta \mathbf{r}_{\mathrm{b}}$
where : $\eta=\frac{\rho\left(\mathbf{r}_{a}\right)-\rho_{0}}{\rho\left(\mathbf{r}_{a}\right)-\rho\left(\mathbf{r}_{b}\right)}$
whereas the cubic interpolation requires two additional calls (one per corner) to a routine that evaluates the density and its derivatives $\left\{\rho\left(\mathbf{r}_{\ell}\right), \nabla \rho\left(\mathbf{r}_{\ell}\right)\right\}$. The function $\rho(\mathbf{r}(t))-\rho_{0}$, with $\mathbf{r}(0)=\mathbf{r}_{a}$ and $\mathbf{r}(1)=\mathbf{r}_{b}$, is approximated by a cubic function using the density values $\rho\left(\mathbf{r}_{\mathrm{a}}\right)$ and $\rho\left(\mathbf{r}_{\mathrm{b}}\right)$ and the directional derivatives:
$\rho_{a b}^{\prime}(t)=\frac{\partial \rho(\mathbf{r}(t))}{\partial t}=\frac{\nabla \rho(\mathbf{r}) \cdot\left\{\mathbf{r}_{b}-\mathbf{r}_{a}\right\}}{\left|\mathbf{r}_{b}-\mathbf{r}_{a}\right|} \frac{\partial \mathbf{r}(t)}{\partial t}$
which simplify to:
$\rho_{a b}^{\prime}(t)=\frac{\partial \rho(\mathbf{r}(t))}{\partial t}=\nabla \rho(\mathbf{r}) \cdot\left\{\mathbf{r}_{b}-\mathbf{r}_{a}\right\}$
because $\frac{\partial \mathbf{r}(t)}{\partial t}=\left|\mathbf{r}_{b}-\mathbf{r}_{a}\right|$ for our choice of the mapping $\mathbf{r}(t)$. The factor $\eta$ entering Eq. 7 is then determined by solving the following cubic equation:
$a+b \eta+c \eta^{2}+d \eta^{3}=0, \forall \eta \| 0<\eta<1$
where:
$a=\rho\left(\mathbf{r}_{a}\right)-\rho_{0}$
$b=\rho_{a b}^{\prime}(0)$
$c=-3 a-2 b+3\left[\rho\left(\mathbf{r}_{b}\right)-\rho_{0}\right]-\rho_{a b}^{\prime}(1)$
$d=2 a+b-2\left[\rho\left(\mathbf{r}_{b}\right)-\rho_{0}\right]+\rho_{a b}^{\prime}(1)$

After the vertices for each surface tetrahedron have been computed, Cube6Tetra determines the area of the triangle or triangles, depending on whether the surface intersects the tetrahedron at three or four points (as in Fig. 3). The triangle and vertex data are stored in individual linked lists. After completion of the main loop in the top level routine MarchingCubesT, the surface is complete, and we save the coordinates of all vertices, the values of any fields of interest such as $\mathrm{V}(\mathbf{r})$, and a list of all the triangles as a triple of vertex indices (their numbers on the vertex list). Note that some fields, such as $\overline{\mathrm{I}}(\mathbf{r})$, are computed along with the

Fig. 4 Flow chart showing the basic subroutines into which the tasks are divided. See text for details
density (at no extra cost), so their values are known at the
cube corners. To obtain their values at the vertices we use an interpolation procedure similar to that used to obtain the position of the vertex along the active segments. For fields that are not computed along with the density (and are usually more expensive), such as $\mathrm{V}(\mathbf{r})$, we compute the values at the vertices after the surface has been constructed. Because the number of vertices is much smaller than the number of grid points, this procedure is significantly more efficient for such fields. At this stage, the surface construction is now complete, and we shall proceed to describe the methods used for the statistical analyses.

## Surface analyses

For a surface S defined by $\rho(\mathbf{r})=\rho_{0}$, the total surface area A , internal volume V , and surface average $\bar{f}_{S}$ of a field $f(\mathbf{r})$ can be defined as:
$A_{S}=\iint_{S} d S$
$V_{S}=\iint_{\Omega_{S}} \int_{\mathbf{S}} d \mathbf{r}$
$\bar{f}_{S}=\frac{1}{A_{S}} \iint_{S} f(\mathbf{r}) d S$
In practice, $A_{\mathrm{S}}$ is simply the sum of all the areas of the $N_{\mathrm{t}}$ triangles that represent the surface, while $V_{\mathrm{S}}$ is the sum of the volumes of all internal cubes, plus the volume of the internal parts of the surface cubes. The average $\bar{f}_{S}$ could be computed as:
$\bar{f}_{S} \approx \frac{\sum_{t=1}^{\text {all }} f\left(\mathbf{r}_{t}\right) A(t)}{A_{S}}$
Where $A(t)$ is the area of the $t$-th triangle. Indeed, this could be generalized so that any quantity defined as a surface average could be computed as a sum over triangles:
$\overline{\mathrm{F}}_{S}[f(\mathbf{r})]=\frac{1}{A_{S}} \iint_{S} \mathrm{~F}[f(\mathbf{r})] d S \approx \frac{\sum_{t=1}^{\text {all }} \mathrm{F}\left[f\left(\mathbf{r}_{t}\right)\right] A(t)}{A_{S}}$
However, we have found in practice that the following alternative working formula works equally well:
$\overline{\mathrm{F}}_{S}[f(\mathbf{r})] \approx \frac{\sum_{t=1}^{\text {all }} \mathrm{F}\left[f\left(\mathbf{r}_{t}\right)\right]}{N_{t}}$
All of the quantities defined by Eqs. 3-5 can be treated in this manner.

We are also interested in determining the local surface extrema of fields $f(\mathbf{r})$ such as $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$. This is
achieved by comparing the value of the each vertex to that of all other vertices in a simply connected neighborhood. Neighborhoods can be defined through either distance or connectivity, i.e., all points within a given distance from the reference point ( $R_{\mathrm{n}}$-neighbors) or all points connected through no more than $n$ edges to the reference point ( $n$ neighbors). If a given reference point is smaller (larger) than all the other points in the neighborhood, then it is identified as a local minimum (maximum). We have seen that connectivity neighborhoods are very effective in identifying surface extrema, and we use 2-neighborhoods in all our calculations. The computation of the 2-neighborhoods can be fairly timeconsuming and, to keep the computational requirements to a minimum, we first identify "candidate vertices" by initially screening the 1-neighborhoods. This is usually enough to rule out most vertices, and we then perform the full comparison against all 2-neighbors on this reduced subset of all "candidates", which speeds up the process significantly.

The triangle vertices that define the surface can lie slightly inside or slightly outside the actual $\rho(\mathbf{r})=\rho_{0}$ surface. Furthermore, it sometimes occurs that a given vertex lies slightly outside the surface (at $\rho_{0}+\delta$ ) while all of its neighbors lie slightly inside the surface (at $\rho_{0}-\delta$ ). Combined with the fact that some fields (like $\overline{\mathrm{I}}(\mathbf{r})$ ) can vary slowly in regions of the surface, some vertices are wrongly identified as local extrema. This is the reason that the cubic interpolation scheme was included as an alternative to the linear, as it significantly improves the accuracy of finding the position of the vertex along the active segment, and reduces the occurrence of false surface extrema to a minimum. As an indicator of how closely the vertices lie to the exact surface, we use their root-mean-square deviation (RSMD):
$R M S D(\rho)=\sqrt{\frac{\sum_{i=1}^{N_{v}}\left[\rho\left(\mathbf{r}_{i}\right)-\rho_{0}\right]^{2}}{N_{v}}}$
$\operatorname{RMSD}(\rho)$ is typically one order of magnitude smaller when the cubic interpolation is used instead of the linear.

## Results

We will present several applications of our analysis algorithm to illustrate its performance. We first examine the computation of volume and surface area in terms of the sphere in Fig. 2. We then move on to the volumes, surface areas and statistical characterization of the molecular surface electrostatic potentials and local ionization energies of a group of 11 molecules. An important feature of our procedure is that it can locate and evaluate the extrema of $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$, and we shall discuss these in relation to graphical representations of $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ for 3 of the 11 molecules.

Table 2 Calculated volume and surface area using a cubic interpolation, and root mean squares deviation $\operatorname{RMSD}(\rho)$ using both cubic and linear interpolations for a sphere defined by $e^{-r^{2}}=e^{-2.5^{2}} \approx 0.00193045$
(radius $=2.5$ a.u.) as in Fig. 2. The errors in the estimation of volume and surface area are shown. All values are in atomic units

| Length of side | Number of triangles | Volume | \%Error | Surface area | \% Error | $\mathrm{RMSD}(\rho)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Cubic | Linear |
| 0.650 | 1,656 | 63.653 | -2.74 | 78.920 | 0.48 | $0.316 \times 10^{-3}$ | $0.876 \times 10^{-3}$ |
| 0.480 | 3,088 | 64.552 | -1.37 | 78.260 | -0.36 | $0.130 \times 10^{-3}$ | $0.576 \times 10^{-3}$ |
| 0.325 | 6,624 | 65.125 | -0.50 | 78.373 | -0.21 | $0.0448 \times 10^{-3}$ | $0.318 \times 10^{-3}$ |
| 0.230 | 13,376 | 65.305 | -0.22 | 78.461 | -0.10 | $0.0199 \times 10^{-3}$ | $0.167 \times 10^{-3}$ |
| 0.130 | 41,832 | 65.405 | -0.07 | 78.516 | -0.03 | $0.0610 \times 10^{-4}$ | $0.556 \times 10^{-4}$ |
| 0.065 | 166,968 | 65.440 | -0.02 | 78.534 | -0.01 | $0.0144 \times 10^{-4}$ | $0.145 \times 10^{-4}$ |

Representation of a sphere
Table 2 shows the number of triangles used to describe the surface of the sphere with different cubic grids ranging from the $8 \times 8 \times 8$ grid used in Fig. 2, corresponding to a spacing (cube side) of 0.650 a.u., to an $80 \times 80 \times 80$ grid with a spacing ten times smaller ( 0.065 a.u.). The number of triangles grows quickly with the decreasing grid spacing, going from 1,656 to 166,968 when the spacing is reduced from 0.650 a.u. to 0.065 a.u. The errors in the integrated surface area and the volume it encloses also decrease rapidly, by two orders of magnitude (Table 2), which parallels the increase in the number of triangles used in the surface representation. However, even for the largest grid spacing of 0.650 a.u., the errors in the integrated volume and surface area are quite small, amounting to $-2.7 \%$ and $0.5 \%$, respectively. Table 2 also shows that $\operatorname{RMSD}(\rho)$
improves greatly with smaller grid spacing. As mentioned above, when the cubic interpolation is used, $\operatorname{RMSD}(\rho)$ is one order of magnitude less than for the linear, for all grid spacings $\leq 0.325$ a.u.

## Molecular analyses

Molecular volume has long been of interest because of its relationship to polarizability [1-3]; quite recently, it has also assumed a key role in estimating two important properties of energetic compounds: their crystal densities [4-7] and their impact sensitivities [8]. Accordingly, an initial test of our implementation in the WFA program was for predicting the molecular volumes of a group of five energetic compounds [47]: Tetryl (1), RDX (2), TNAZ (3), $\mathrm{N}, \mathrm{N}^{\prime}$-dinitro-1,2-diaminoethane (4) and FOX-7 (5).
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Table 3 lists the molecular volumes of these five compounds, as defined by the 0.001 a.u. contours of their electronic densities. For the surface construction, we use a cubic grid with a spacing of 0.20 a.u. ( $0.11 \AA$ ). The volumes were computed at the density functional B3PW91/ $6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})$ and B3LYP/6-31G(d,p) levels. Gaussian 03 [48] was used to obtain the optimized geometries and wavefunction files, from which our WFA program calculated the volumes. For comparison, Table 3 also contains the volumes determined by Rice et al. [49] by means of a Monte Carlo technique. The three sets of results are very similar. The Monte Carlo/B3LYP volumes are slightly
larger than the WFA/B3LYP, but only by an average of $0.4 \%$. The latter are in turn larger than the WFA/B3PW91 by an average $0.6 \%$. So the WFA and the Monte Carlo volumes are in excellent agreement, as are the WFA with the different functionals. (Volumes corresponding to other contours of the electronic density can also be obtained using WFA.)

We also used WFA to compute a wide array of properties on the 0.001 a.u. surfaces of $\mathbf{1}-\mathbf{5}$ plus a group of six additional molecules of different chemical types: $\mathrm{H}_{2} \mathrm{O}$, phenol, $\mathrm{SCl}_{2}$, dimethyl sulfoxide (DMSO, 6), acetone (7), and imidazole (8).
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Table 4 includes, for each of the 11 molecules, the positive, negative and total surface areas $\left(\mathrm{A}_{\mathrm{S}}^{+}, \mathrm{A}_{\mathrm{S}}^{-}\right.$and $\left.\mathrm{A}_{\mathrm{S}}\right)$, the average positive, negative and overall surface potentials $\left(\overline{\mathrm{V}}_{\mathrm{S}}^{+}, \overline{\mathrm{V}}_{\mathrm{S}}^{-}\right.$and $\overline{\mathrm{V}}_{\mathrm{S}}$ ), the positive, negative and total variances $\left(\sigma_{+}^{2}, \sigma_{-}^{2}\right.$ and $\left.\sigma_{\text {tot }}^{2}\right)$, the internal charge separation $\Pi$, the balance parameter $v$ and the average over the surface of the local ionization energy $\overline{\mathrm{I}}_{\mathrm{S}, \text { ave }}$. All of these properties were computed by WFA, in a single run for each molecule, utilizing B3PW91/6-31G(d,p) optimized geometries, wave functions and electrostatic potential cube files from Gaussian 03.

There are a number of points of interest in Table 4. The positive and negative surface areas are similar for most of the molecules, the two exceptions being DMSO (6) and acetone (7) and for which $A_{S}^{+} \gg A_{S}^{-}$. This is because a large portion of the surface is taken up by the positive methyl hydrogens. Note, however, that while the oxygens in these molecules occupy only a small fraction of each surface, their strongly negative electrostatic potentials lead
to $\overline{\mathrm{V}}_{\mathrm{S}}^{-}$having twice the magnitude of $\overline{\mathrm{V}}_{\mathrm{S}}^{+}$, and $\sigma_{-}^{2} \gg \sigma_{+}^{2}$, for each molecule.
$\mathrm{H}_{2} \mathrm{O}$ has the greatest internal charge separation, $\Pi=$ $23.91 \mathrm{kcal} \mathrm{mol}^{-1}$, followed closely by FOX-7, 5. This is not surprising, given their obviously highly polar structures. Less expected, perhaps, are the high $\Pi$ values of $\mathbf{2}$ and 4, which are structurally more symmetric. These examples demonstrate the significance of $\Pi$, which detects the high level of charge separation produced internally in these molecules by the $\mathrm{NO}_{2}$ groups.

Note that while the positive and negative surface potentials of $\mathrm{H}_{2} \mathrm{O}$ are strong, as seen in its $\overline{\mathrm{V}}_{\mathrm{S}}^{+}$and $\overline{\mathrm{V}}_{\mathrm{S}}^{-}$, they are quite well balanced: $v=0.249$. In contrast, the much weaker surface potentials in $\mathrm{SCl}_{2}$ have a low degree of balance, $v=0.064$.

The largest $\sigma_{\text {tot }}^{2}$ in Table 4 is that of FOX-7, 5. It indicates strong and variable positive and negative surface potentials, which are a consequence of the donor/acceptor natures of the $\mathrm{NH}_{2} / \mathrm{NO}_{2}$ substituents and are associated

Table 3 Computed molecular volumes, in $\AA^{3}$
${ }^{\mathrm{a}}$ [49]

| Molecule | WFA | WFA | Monte Carlo |
| :--- | :--- | :--- | :--- |
|  | B3PW91/6-31(d,p) | B3LYP/6-31G(d,p) | B3LYP/6-31G(d,p) |
| 1 | 263.55 | 265.03 | 266.49 |
| 2 | 203.61 | 205.05 | 206.28 |
| 3 | 176.29 | 177.48 | 178.05 |
| 4 | 154.03 | 155.04 | 155.47 |
| 5 | 140.51 | 140.83 | 141.27 |

Table 4 Computed molecular surface properties ${ }^{\text {a }}$. DMSO Dimethyl sulfoxide

| Molecule | $\mathrm{A}_{\mathrm{S}}$ | $\mathrm{A}_{\mathrm{S}}^{+}$ | $\mathrm{A}_{\mathrm{S}}^{-}$ | $\overline{\mathrm{V}}_{\mathrm{S}}$ | $\overline{\mathrm{V}}_{\mathrm{S}}$ | $\overline{\mathrm{V}}_{\mathrm{S}}^{-}$ | $\sigma_{\text {tot }}^{2}$ | $\sigma_{+}^{2}$ | $\sigma_{-}^{2}$ | $\Pi$ | $v$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Tetryl, 1 | 249.5 | 136.2 | 113.3 | 5.31 | 18.85 | -10.75 | 140.1 | 104.9 | 35.2 | 15.11 | 0.188 |
| RDX, 2 | 197.8 | 97.6 | 100.2 | 3.54 | 23.22 | -15.49 | 181.3 | 139.9 | 41.4 | 19.45 | 0.176 |
| TNAZ, 3 | 181.0 | 93.3 | 87.7 | 4.89 | 19.16 | -9.58 | 161.5 | 131.2 | 30.3 | 14.77 | 0.152 |
| $\left(\mathrm{CH}_{2} \mathrm{NHNO}_{2}\right)_{2}, \mathbf{4}$ | 165.7 | 87.3 | 78.4 | 3.65 | 22.93 | -17.84 | 250.4 | 191.4 | 59.0 | 20.44 | 0.180 |
| FOX-7, 5 $^{2}$ | 149.5 | 75.9 | 73.6 | 1.52 | 25.05 | -22.11 | 453.3 | 351.5 | 101.8 | 23.60 | 0.174 |
| Phenol | 133.4 | 64.8 | 68.5 | 0.16 | 11.87 | -11.25 | 165.3 | 124.0 | 41.3 | 11.56 | 0.187 |
| DMSO, 6 | 115.2 | 79.8 | 35.4 | 1.75 | 13.95 | -26.07 | 277.7 | 31.0 | 246.8 | 16.99 | 0.099 |
| Acetone, 7 | 106.6 | 77.4 | 29.2 | 1.72 | 10.52 | -21.35 | 167.9 | 25.9 | 142.0 | 12.78 | 0.131 |
| SCl | 105.5 | 53.9 | 51.6 | 2.16 | 7.03 | -2.90 | 39.2 | 36.5 | 2.7 | 5.27 | 0.064 |
| Imidazole, 8 | 102.6 | 52.2 | 50.5 | 0.25 | 17.32 | -17.76 | 336.1 | 174.2 | 161.9 | 17.53 | 0.250 |
| $\mathrm{H}_{2} \mathrm{O}$ | 42.9 | 21.4 | 21.5 | 0.74 | 24.68 | -23.12 | 290.1 | 155.9 | 134.2 | 23.91 | 0.249 |

${ }^{\text {a }}$ Units: $\mathrm{A}_{\mathrm{S}}, \mathrm{A}_{\mathrm{S}}^{+}$and $\mathrm{A}_{\mathrm{S}}^{-}$are in $\AA^{2} ; \overline{\mathrm{V}}_{\mathrm{S}}, \overline{\mathrm{V}}_{\mathrm{S}}^{+}, \overline{\mathrm{V}}_{\mathrm{S}}^{-}$and $\Pi$ are in $\mathrm{kcal} \mathrm{mol}^{-1 ;} \sigma_{\text {tot }}^{2}, \sigma_{+}^{2}$ and $\sigma_{-}^{2}$ are in $\left(\mathrm{kcal} \mathrm{mol}{ }^{-1}\right) 2 ; v$ is unitless; $\overline{\mathrm{I}}_{\mathrm{S}, \text { ave }}$ is in eV
especially with the $\mathrm{NH}_{2}$ hydrogens and $\mathrm{NO}_{2}$ oxygens. A consequence is the extensive intermolecular hydrogen bonding in crystalline FOX-7, which helps to account for its relatively high density [7].

In Figs. 5,6 and 7 are displayed the $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ on the 0.001 a.u. surfaces of phenol, Tetryl (1) and $\mathrm{SCl}_{2}$. The figures show the locations of the various most positive and most negative $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$, designated $\mathrm{V}_{\mathrm{S}, \text { max }}$ and $\mathrm{V}_{\mathrm{S}, \min }$, and the highest and lowest $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r}), \overline{\mathrm{I}}_{\mathrm{S}, \max }$ and $\overline{\mathrm{I}}_{\mathrm{S}, \min }$, as shown in Figs. 5, 6 and 7. There are often several local maxima and minima of each property on a given molecular surface, all of which are located and quantified by the WFA code.

Figure 5 provides a good example of the complementarity of $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$, discussed earlier. The most negative electrostatic potential on the phenol surface is associated with the oxygen, $\mathrm{V}_{\mathrm{S}, \min }=-25.9 \mathrm{kcal} \mathrm{mol}^{-1}$, with two weaker ones of $-19.1 \mathrm{kcal} \mathrm{mol}^{-1}$ above and below the ring, reflecting the $\pi$ electrons. Thus, $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ would incorrectly predict electrophilic attack to occur preferentially
at the oxygen. In contrast, the lowest values of $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ are above and below the ortho and para carbons, with $\overline{\mathrm{I}}_{\mathrm{S}, \min }=8.9 \mathrm{eV}$; there is also an $\overline{\mathrm{I}}_{\mathrm{S}, \text { min }}$ by the oxygen, but it is much higher, 10.6 eV . Thus, $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ shows the most reactive, least-tightly-bound electrons to be at the ortho and para positions, correctly indicating these sites to be most susceptible to electrophiles. Furthermore, since the $\overline{\mathrm{I}}_{\mathrm{S}, \min }$ of 8.9 eV are less than those found for benzene at this computational level ( 9.2 eV ), $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ is demonstrating the wellknown activation of the ring by the hydroxyl group. On the other hand, the very strongly positive electrostatic potential of the hydroxyl hydrogen, $\mathrm{V}_{\mathrm{S}, \max }=54.1 \mathrm{kcal} \mathrm{mol}^{-1}$, and the $\mathrm{V}_{\mathrm{S}, \min }=-25.9 \mathrm{kcal} \mathrm{mol}^{-1}$ of the oxygen indicate their propensities for noncovalent hydrogen bonding, as a donor and an acceptor, respectively.

The key structural elements of Tetryl (1)-its aromatic ring, nitro groups and nitramine $\left(\mathrm{N}-\mathrm{NO}_{2}\right)$ grouping-give rise to a number of $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ extrema (Fig. 6). We will emphasize just two points: (1) the regions of negative


Fig. 5 Calculated $\mathrm{V}_{\mathrm{S}}(\mathbf{r})(l e f t)$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ (right) of phenol. In each plot, the hydroxyl group is at the right. Color ranges for $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$, in $\mathrm{kcal} \mathrm{mol}^{-1}:$ red $>31.4$, yellow 31.4-15.7, green 15.7-0.0, blue $<0$ (negative). Color ranges for $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$, in $\mathrm{eV}:$ red $>13.6$, yellow 13.6-12.2,

green 12.2-10.9, blue < 10.9. Black circles Surface maxima, yellow surface minima. The most negative $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ is associated with the oxygen, $\mathrm{V}_{\mathrm{S}, \min }=-25.9$, while the lowest $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r}), \overline{\mathrm{I}}_{\mathrm{S}, \min }=8.9$, are over the ortho and para carbons


Fig. 6 Calculated $\mathrm{V}_{\mathrm{S}}(\mathbf{r})($ left $)$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})($ right $)$ of Tetryl (1). In each plot, the nitramino group is at the left (with its methyl group in the foreground). Color ranges for $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$, in $\mathrm{kcal} \mathrm{mol}{ }^{-1}$ : red $>31.4$, yellow 31.4-15.7, green 15.7-0.0, blue $<0$ (negative). Color ranges for $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$, in eV : red $>13.6$, yellow 13.6-12.2, green 12.2-10.9, blue $<10.9$.


Black circles Surface maxima, yellow surface minima. For $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$, only maxima with values greater than 15.6 eV and minima with values less than 12.2 eV are shown. There are strongly positive $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ regions above the ring and near the $\mathrm{C}-\mathrm{NO}_{2}$ bonds
orbitals is polarized toward the bonding region, there is a deficiency in its outer, noninvolved lobe. This gives rise to a region of positive electrostatic potential on the outer side of that atom, on the extension of the covalent bond to it (a positive $\sigma$-hole). Two such positive regions can be seen on the sulfur and one on each chlorine, on the extensions of the $\mathrm{S}-\mathrm{Cl}$ bonds (Fig. 7). Each can interact attractively with a negative site on another molecule, albeit rather weakly in the case of the chlorines, which have $\mathrm{V}_{\mathrm{S}, \text { max }}$ of only $13.3 \mathrm{kcal} \mathrm{mol}^{-1}$ compared to $25.2 \mathrm{kcal} \mathrm{mol}^{-1}$ for the two $\sigma$-holes on the sulfur.

The sulfur and the chlorines in $\mathrm{SCl}_{2}$ also have regions of negative potential on their surfaces, as well as their positive $\sigma$-holes. This means, for example, that a sulfur from one $\mathrm{SCl}_{2}$ molecule can interact attractively with a sulfur from another; $\mathrm{S}-\mathrm{S}$ close contacts in sulfur-containing solids have indeed been observed crystallographically [53]. This also


There are two positive $\sigma$-holes on the sulfur, $\mathrm{V}_{\mathrm{S}, \max }=25.2$, on the extensions of the $\mathrm{Cl}-\mathrm{S}$ bonds, and one on each chlorine, $\mathrm{V}_{\mathrm{S}, \max }=13.3$, on the extenstion of the $\mathrm{S}-\mathrm{Cl}$ bond. The sulfur and the chlorines also have regions of negative $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ on their sides
demonstrates the fallacy of assigning global charges to atoms in molecules, a point to be kept in mind when designing force fields [54, 55].

Note, in Fig. 7, that the $\overline{\mathrm{I}}_{\mathrm{S}, \max }$ of the sulfur and the chlorines coincide with their positive $\sigma$-holes. This is reasonable; the more positive the $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$, the more difficult it should be to remove an electron, and hence the higher $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$. However, this approximate correlation between $\mathrm{V}_{\mathrm{S}}(\mathbf{r})$ and $\overline{\mathrm{I}}_{\mathrm{S}}(\mathbf{r})$ is not always found, as can be seen from the example of phenol: the oxygen has the most negative $\mathrm{V}_{\mathrm{S}, \text { min }}$, but a higher $\bar{I}_{S, \min }$ than the carbons. Another example of a sulfur $\sigma$-hole is in DMSO (6), which has a $\mathrm{V}_{\mathrm{S} \text {, max }}$ of $26.4 \mathrm{kcal} \mathrm{mol}^{-1}$ on the extension of the $\mathrm{O}-\mathrm{S}$ bond. With a strongly negative oxygen $\mathrm{V}_{\mathrm{S}, \text { min }}$ of $-46.0 \mathrm{kcal} \mathrm{mol}^{-1}$ and the positive methyl hydrogens, this molecule has several opportunities for intermolecular interactions [56], which helps to explain its well known effectiveness as a solvent.

## Concluding remarks

We have described the development and implementation of an effective algorithm for analyzing properties evaluated on molecular surfaces. Our primary focus has been upon electrostatic potentials and average local ionization energies; the quantitative characterization of these on molecular surfaces provides considerable insight and predictive capability concerning interactive behavior. We would like to emphasize, however, that the method is general and an effective tool to analyze quantitatively any field defined over a molecular surface.

Our implementation is based upon the Marching Tetrahedra approach, but can be applied in conjunction with any representation of a three-dimensional surface as a collection of polygons. We have implemented this procedure in the WFA program, which is available from the author (F.A.B.) along with: (1) the graphical user interface gWFA to set up the WFA input files for the surface generation and statistical analysis, and (2) a simple visualization tool, SurRender (used to obtain Figs. 5, 6, and 7)
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